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Jobs for Students @GESIS WeST

A http://www.hidden-
professionals.de/HPv3.Jobs/gesis/joh/6198/Studentische-
Hilfskraft-m-w-aus-dem-Bereich-Informatik

A Where?

E https://www.gesis.org/institut/adresse-und-
anreise/standort-koeln/

A 8-16 hours per week
A Skills: python, data management & analytics, unix systems

A Salary: 10~12 EUR per hour

WeST Claudia Wagner
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Unsupervised Models WeST

A Clustering

A Topic Models
E What are the main themes in this corpus?
E What are the topics a document is about?

A Probabilistic Language Models

A Word Embeddings
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Clustering and Vector Semantics WeST

Goal: Given a set of items group items into some set of
clusters so that

E Members of the same cluster are similar to each other
E Member of different clusters are dissimilar

ltems (can be words or documents) A we represent then as
points in a high dimensional space (vectors)

How to compute similarity between items?
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Cluster Document WeST

recipe 200 100 3 10
pizza 19 2 0 2

algorithms 0 0 100 30
text mining 0 0 40 55

Two documents are similar if their word-vectors are similar
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Similarity Measures for Vectors WeST

A Dot Product (or inner product) of 2 vectors:

N
dot-product(V,w) =v-w = E Viw; = Viw] +vaws + ...+ vywn
i=1

A Problem: dot product is high if vectors are long
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Similarity Measures for Vectors WeST

A Length of a vector

V| = \ szz

A Cosine Similarity: divide dot-product by length of two
vectors

—

v W Z,_ ViW

TR IR

A Measures angle between two vectors

cos(V, W) =
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Similarity Measures for Vectors

WeST

A Which words are most similar?

—mm

apricot
0 1

information 1

digital

cos(apricot,information)
cos(apricot,digital)
cos(digital,information)

cosine(apricot,information) = N

¢ M T c
m m+1+36+1  Vivou

https://web.stanford.edu/class/cs124/lec/vectorsemantics.video.pdf

™ ¢
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Clustering WeST

A Goal: Given a set of items group items into some set of
clusters so that

E Members of the same cluster are similar to each other
E Members of different clusters are dissimilar

E Items (can be words or documents) and are represented
as vectors

E We also know a similarity measures for vectors

E Open Question: how to cluster documents?

WeST Claudia Wagner
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Clustering Algorithms WeST !

A Not Hierarchical / Point Assignments
E Define set of clusters
EPoints belongs to the Anear

A Hierarchical
E Divisive (top down)
A Start with one cluster and recursively split it

E Agglomerative (bottom up)
A Initially each point is a cluster
A Repeatedly combine nearest clusters

WeST Claudia Wagner
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K-means WeST

A Initialize: Pick K random points as cluster centers
(centroids)

A Alternate:
E Assign data points to closest cluster center

E Change the cluster center to the average of its assigned
points

A Stopwhennop o i mdsignénents change

WeST Claudia Wagner
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Example WeST+ . !
. |
A k=2

2 o

O -

w2
-2 2
http://people.csail.mit.edu/dsontag/courses/ml12/slides/lecturel4.pdf

* WeST Claudia Wagner o

13




Example WeST

A Assign data points to closest centroid

2

http://people.csail.mit.edu/dsontag/courses/ml12/slides/lecturel4.pdf

WeST Claudia Wagner
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Example WeST

A Change centroid to the average of all points assigned to it

-2 0 2

http://people.csail.mit.edu/dsontag/courses/ml12/slides/lecturel4.pdf
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Example WeST

A Repeat until convergence

-2 2

http://people.csail.mit.edu/dsontag/courses/ml12/slides/lecturel4.pdf
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16




Example WeST

=2t

-2 0 2

http://people.csail.mit.edu/dsontag/courses/ml12/slides/lecturel4.pdf
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How to pick k? WeST

A Try different k and explore the change in average distance
to centroid as k increases

Average distance

WeST Claudia Wagner
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Problem WeST

A Documents will only be assigned to same cluster if they
use the same words

A What if documents are about the same topic but use mainly
different words?

A Which words belong to the same topic?

WeST Claudia Wagner
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Unsupervised Models WeST

A Topic Models
E What are the main themes in this corpus?
E What are the topics a document is about?

A Language Models
A Word Embeddings

WeST Claudia Wagner
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WeST

Figure 2. Real inference with LDA. We fit a 100-topic LDA model to 17,000 articles from the journal Science. At left are the inferred
topic proportions for the example article in Figure 1. At right are the top 15 most frequent words from the most frequent topics found

in this article.
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®
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Topic Models (LDA) WeST

Figure 1. The intuitions behind latent Dirichlet allocation. We assume that some number of “topics,” which are distributions over words,
! exist for the whole collection (far left). Each document is assumed to be generated as follows. First choose a distribution over the topics (the

histogram at right); then, for each word, choose a topic assignment (the colored coins) and choose the word from the corresponding topic.

The topics and topic assignments in this figure are illustrative—they are not fit from real data. See Figure 2 for topics fit from data.
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Intuition WeST

A A document is about a limited set of topics
A A topic is described by a limited set of words

A A word in a document is likely to belong to the same topic
as the other words of that document

A5C 1 document 7: famous fashion model
| AN
Topic 1 Topic 1 ?

A We need some preference for already assigned topics in a
document (and words to topics)

E Dirichlet distribution!

WeST Claudia Wagner
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Conference Dinner WeST

\\\\\\

Total Participants: 10

Participants: 1 Participants: 2 Participants: 1 Participants: 2 Participants: 1 IPar‘ticipants: 3
00 — M Probability: 0.1 Probability: 0.2 Ml Probability: 0.1 Probability: 0.2 I Probability: 0.1 Probability: 0.3

o 05 _

A | enter the room and sit down with a probability proportional
to the number of people already sitting on each table

A If everybody does the same and more and more people are
entering, the probabilities for choosing the table converge

A The final probability is a sample from a Dirichlet distribution
A Initial number of people on each table is the parameter

WeST Claudia Wagner
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Animation: Conference Dinner WeST
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Dirichlet Distribution WeST

« = (1.000, 1.000, 1.000) o= (10.000, 10.000, 10.000) « = (50.000, 50.000, 50.000)

O

O
(pb’ Pr pg):(11 O’ O)

(pb’ pri pg):
(1/3, 1/3, 1/3)
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Priors WeST- =

A Dirichlet Parameter

symmetric  m-u-(l. 1

Asymmetric a=14

https://people.cs.umass.edu/~wallach/talks/priors.pdf
@
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LDA WeST

A Generative Model: we generate words

OxON

K K topics

@,

N words

M documents

https://en.wikipedia.org/wiki/Latent_Dirichlet_allocation
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Learning Step WeST

A Estimate topic distribution per document and word
distribution per topic in parallel (e.g. via Gibbs Sampling)
E Step 1: Assign each word in all document to one of the K
topics.
E Step 2: Reassign a new topic t to word w, where we
choose topic t that maximizes this probability:
A P(topic t | document d) * P(word w | topic t)

A All other word-topic assignments are fixed and we can
condition on them

A P(topic t | document d) = the proportion of words in
document d that are currently assigned to topic t

AP(word w | topic t) = the proportion of assignments to topic t
for word w across all documents

E Step 3: Repeat Step 2 for all words many times

WeST Claudia Wagner
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Evaluation WeST

A Tests the semantic coherence of topics with a game

E Given the top-5 words of a topic and an intruder word from
a different topic 17 find the intruder word!

E Example:
A air pollution power blood environmental nuclear

A Use Perpexity on test-data

E Evaluates topic-distribution of the document and word-
distributions of topics

WeST Claudia Wagner
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Perplexity WeST

A How surprised is the model about hold-out documents?
A The lower the perplexity, the better

( N\ [ e )
(_\ (_\ If | Il \|
: ) |
l I |
| I
| I
I______I |___
How to get 687
- Depends on doc!
—logp(i_i16,¢)

http://topicmodels.info/ckling/tmt/part4.pdf
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Perplexity WeST

A Better: How surprised is the model about hold-out words in a
document?

http://topicmodels.info/ckling/tmt/part4.pdf

WeST Claudia Wagner
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Perplexity WeST

A The best language modelttee onethat best predicts
unseentest words

A Perplexityis the inverse probability dést words,
normalized by the number of words

1
PP(W) = P(ww,..wy) N

1
- N
\/ P(W,W,...Wy )

A Comparemultiple topic modelsA better modelhas
lower perplexityon test sentences

WeST Claudia Wagner
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Unsupervised Models WeST %y, I

A Clustering
E Cluster documents based on word-vectors
E Cluster words based on documents-vectors

A Topic Models
E What are the main themes in this corpus?
E What are the topics a document is about?

A Language Models
A Word Embeddings

WeST Claudia Wagner
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Language Models WeST !

A Goal: compute the probability of a sentence or sequen:
of words:

P(W) = P(Ww,,W3,W,,WsXW,)

A Related task: probability of an upcoming word:
PWg|w 1, W5, W3,W,)

A Amodel that computes either of these
P(W) or P(ww,w,X g, Iis calleddanguage model

WeST Claudia Wagner
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Use Case WeST I

Comparefor example
P(the, woman, is, cooking, dinner) > P(the, man, is, cooking, dinne

Howto compute this joinorobability?

Intuitony £ SGQa NBf & Bopabilitk S [/ Kl Ay

P(%,%:%Z % F= PP (41X )P(%4IX 1,0 X %, E X3 E

WeST Claudia Wagner
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WeST

t 0GUKS g2YlFYy A3 O221Ay3 RAYYS
P(the)x Pl/voman|the) x P(s|the woman)
X P(cooking|thewomanis) x Pdinner|the woman is cooking)
P(the) = Count(the)/Count(all other words)

PWwomani|the) = Countihe women)/Countthe)

P(cooking| the womanis) = Countthe womenis cooking)/
Countf(he womenis)

WeST Claudia Wagner
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Problem WeST

ToomanysentenceddA not enoughdata

Simplifythe modelusingthe MarkovAssumption
P(cooking| the womanis) ~ P(cooking| is)
Ormaybe

P(cooking| the womanis) ~ P€Cooking| womanis)

More general we approximateeachcomponentin the productwith
the k previouswords

P(Wi | W,w, W'—1) ~ P(Wi | w,_, W'—1)

/ [

k defines how much memory the &kovChainhas

WeST Claudia Wagner
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WeST

A 1f k=0 A unigram model A we do not condition on any
word

A If k=1 A bigram model A we only condition on the
previous word

A If k>1 A n-gram model A we condition on n previous
words

WeST Claudia Wagner
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Example: bigram model WeST

C(W, W)

P(V'G-\V'G_l)= c(w. )

A The woman is cooking dinner
A The men is eating lunch
A The women is watching TV

A P(cooking | the woman is) = ?
E P(cooking | the women is) ~ P(cooking | is)
E P(cooking | is) = Count(is cooking)/Count(is) =1/3

WeST Claudia Wagner
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Practical Issue WeST

A Language model

A We compute language models in log space

A Adding is faster than multiplying
A Avoid underflow A very small probabilities

WeST Claudia Wagner
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